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Abstract

A new model is proposed which greatly improves the accuracy in predicting the ablation depth and, for the first time,

can predict the flat-bottom crater shape for wide bandgap materials ablated by a femtosecond laser pulse. The model

calculates the transient distributions of free electron density and free electron temperature. The quantum treatment is

employed to account for the specific heat and the relaxation time for free electrons. The temporal and spatial dependent

optical properties of the dense plasma are considered. The predicted threshold fluence and ablation depth for fused sil-

ica are in agreement with published experimental data.

� 2004 Elsevier Ltd. All rights reserved.
1. Introduction

There is no rigorous definition of wide bandgap

materials. Wide bandgap materials are usually referred

to as materials with a bandgap greater than 3eV includ-

ing dielectrics and some semiconductors and are consid-

ered to be difficult for laser processing. Femtosecond

laser ablation of wide bandgap materials is an active

research area which has very significant scientific and

engineering merits [1–4]. In the ablation process, materi-

als are first transformed into absorbing plasma with

metallic properties and, then, the subsequent laser–

plasma interaction causes material removals [5–8].

Energy transport in the ablation process can be divided

into two stages: (1) the photon energy absorption,

mainly through free electron generation and heating,
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and (2) the redistribution of the absorbed energy to lat-

tice leading to material removals [8,9]. This stage separa-

tion is based on the assumption that free electron

generation and heating are completed in such a short

time that the lattice temperature remains unchanged

during the duration of a femtosecond laser pulse [10].

In femtosecond laser ablation, the classical heat transfer

theories fail to describe the energy and mass transport in

the nanometer length scale and femtosecond time scale,

especially the dissipation of the absorbed energy to lat-

tice and the corresponding material removal process

[11–15]. Several material removal mechanisms, such as

the Coulomb explosion and nonequilibrium thermal

vaporization, may coexist and change from one mecha-

nism to another during the removal process [14].

Comparing with the mechanisms of material removal,

the phenomena of free electron generation and heating

are much better understood [16]. At laser intensities on

the order of 1013 to 1014W/cm2 impact ionization (mainly

avalanche ionization) and photoionization (mainly

multiphoton ionization) are the two major competing
ed.
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Nomenclature

ai impact ionization constant

bmax maximum collision parameter, Eq. (20)

bmin minimum collision parameter, Eq. (20)

c scalar speed of light in vacuum

c vector velocity of light in vacuum

ce average specific heat per electron

cM electron specific heat per mole

d crater depth

e electron charge

f complex refractive index

f1 normal refractive index

f2 extinction coefficient

F laser fluence

Fth threshold fluence

h Planck�s constant
⁄ reduced Planck�s constant
I laser intensity

I0 peak laser intensity

kB Boltzmann�s constant
me nonrelativistic mass of electron

M atomic mass unit

ncr critical free electron density

ne free electron density

hnki average number of electrons in energy state

ek
N number of photons required in photoioni-

zation

NA Avogadro�s constant
Ne total number of free electrons

P photoionization term in Eq. (1)

r distance to the Gaussian beam axis

r0 radius of laser beam

R reflectivity

t time

tp pulse duration

T free electron temperature in Kelvin

TD Debye temperature

TF Fermi temperature

Tl lattice temperature

Tev average kinetic energy of free electrons in eV

UI ionization potential

v velocity of light in material

z depth from surface in bulk material

Z charge state of ions

Greek symbols

a absorption coefficient of free electrons

ah absorption coefficient via electron heating

q(e) the density of states, Eq. (28)

b impact ionization term in Eq. (1)

dN cross-section of N-photon ionization

eF Fermi energy

ek energy state

� complex dielectric function

hei average electron kinetic energy

�0 electrical permittivity of free space

�1 real component of dielectric function

�2 imaginary component of dielectric function

c electron heat capacity constant

k laser wavelength

ln K Coulomb logarithm, Eq. (19)

l chemical potential

me electron collision frequency

mei electron–ion collision frequency

mep electron–phonon collision frequency

x laser frequency

xp plasma frequency

se free electron relaxation time
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mechanisms for free electron generation [17,18]. A well-

recognized theory, flux-doubling model, was developed

based on the Fokker–Planck equation by employing

the following two assumptions: (1) as soon as the kinetic

energy of an electron reaches the critical energy, it pro-

duces another electron, and both the electrons become

zero kinetic energy and (2) the shape of electron distribu-

tion remains unchanged during the impact ionization

process. The model was validated by experiments in the

femtosecond laser ablation of dielectrics [17–23].

However, so far the free electron heating is not

properly addressed. To study free electron heating, the

laser-induced electrical field inside the material must be

determined which can be found as a solution to the

Maxwell equation. The solution is straightforward when
the optical properties of ablation material are assumed

to be constant in time and space and independent

of the incident laser intensity. With these assumptions,

the free electron heating falls into the framework of

the well-known skin-effect model. However, the optical

properties of the ionized material are actually time,

space, and laser intensity dependent under a femto-

second laser pulse, and they turn out to be critical for

determining the ablation crater shape [24]. Also, the

flux-doubling model and the skin-effect model do not

consider quantum effects that are significant for the

dense plasma generated by a femtosecond laser pulse

[11].

Using free electron density as the basic quantity, this

study proposes a new mathematical model to predict the
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threshold fluence and crater shape in the femtosecond

laser ablation of wide bandgap materials at the laser peak

intensities on the order of 1013 to 1014 Wcm2. The flux-

doubling model in two-dimensional form is employed to

investigate the free electron generation. The free electron

model for the plasma ofmetals and doped semiconductors

is modified to determine the optical properties of the

highly ionized wide bandgap materials. Quantum treat-

ment is included to calculate the free electron specific heat,

free electron temperature, and the free electron relaxation

time. The fused silica (SiO2) is used as an example to dem-

onstrate and validate the proposed model.
2. Mathematical model

2.1. Free electron generation: ionization

Building up the density of free electrons is necessary

in order to initialize laser ablation of wide bandgap

materials. For materials ablated by femtosecond lasers,

critical density is defined as the free electron density at

which the plasma oscillation frequency is equal to the

laser frequency. It is widely assumed that the ablation

starts when the free electron density reaches the critical

density [19–21,25,26]. Once the critical density is created,

the originally transparent or semitransparent material

becomes opaque, and a large percentage of the absorbed

laser energy is deposited in a very thin surface layer

within a short period of time, leading to the ablation

of the thin layer. Hence, the threshold fluence can be

assumed as the minimal fluence that just creates the crit-

ical density. Similarly, ablation depth is considered to be

the maximum depth at which the free electron density is

equal to the critical density. These assumptions make it

possible to theoretically predict threshold fluence and

ablation depth based on the distribution of free electron

density without considering the subsequent phase

change mechanisms. Assuming a Gaussian laser beam

irradiating on a wide bandgap material, the following

well-known equation based on the flux-doubling model

and derived from the Fokker–Planck equation can be

used to calculate the free electron generation [18,19,26]:

oneðt; r; zÞ
ot

¼ bðIÞneðt; r; zÞ þ PðIÞ ð1Þ

where t is the time; r is the distance to the Gaussian

beam axis, i.e., the radius perpendicular to the Gaussian

beam axis; z is the depth from the surface of the bulk

material; ne(t, r,z) is the free electron density; b(I) is
the impact ionization term; P(I) is the photoionization

term; and I is the laser intensity inside the bulk material

which is a function of t, r, and z. Note possible free elec-

tron diffusion and recombination are not considered in

Eq. (1) which has been proved to be a reasonable simpli-

fication under a femtosecond ablation [18,20,26]. The
major issue for Eq. (1) is to determine the impact ioniza-

tion term and the photoionization term. Stuart et al. [20]

assumed the impact ionization is linearly proportional to

the laser intensity as follows:

bðIÞ ¼ aiIðt; r; zÞ ð2Þ

where ai is a constant, which is 4 ± 0.6cm
2/J for fused

silica [2]. The photoionization rate can be expressed as

a function of laser intensity by [20]:

PðIÞ ¼ dN ðIðt; r; zÞÞN ð3Þ

where dN is the cross-section of N-photon absorption.

For fused silica (bandgap = 9eV) and the laser wave-

length of 780nm used in the present study, six photons

are required to free a bound electron and, hence,

d6 = 6 · 108±0.9 cm�3ps�1(cm2/TW)6 [2].

The original laser beam before it interacts with the

material is assumed to be a Gaussian distribution in time

and space. It is also assumed that the laser focus point is

at the material surface, z = 0. At the surface, the laser

beam, partially reflected by the material, is described by

Iðt; r; 0Þ ¼ I0 1� Rðt; rÞð Þ exp � r2

r20
� ð4 ln 2Þ t

tp

� �2 !

ð4Þ

where R(t, r) is the reflectivity at z = 0; r0 is the radius of

the laser beam; tp is the pulse duration; and I0 is the peak

intensity given by

I0 ¼
2Fffiffiffiffiffiffiffiffiffiffiffiffiffi

p= ln 2
p

tp
ð5Þ

where F is the laser fluence. At a point inside the bulk

material, the change of laser intensity can be expressed by

oIðt; r; zÞ
oz

¼ �aðt; r; zÞIðt; r; zÞ ð6Þ

where a(t, r,z) is the absorption coefficient of the mate-
rial. Hence, the laser intensity inside the bulk materials

is found to be:

Iðt; r; zÞ ¼ 2Fffiffiffiffiffiffiffiffiffiffiffiffiffi
p= ln 2

p
tp
ð1� Rðt; rÞÞ

� exp � r2

r20
� ð4 ln 2Þ t

tp

� �2
�
Z z

0

aðt; r; zÞdz
 !

ð7Þ

It is assumed the laser beam impinges perpendicu-

larly to the material surface, and the refraction due to

the presence of plasma is neglected in the present study.

It is seen that the laser intensity can be determined if the

time and space dependent reflectivity and absorption

coefficient are obtained. Note the reflection of the laser

energy is assumed to occur only at the surface, while

the absorption of laser energy can occur within the

material.
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2.2. Laser–plasma interaction: optical properties

Using a full Boltzmann collision integral, Rethfeld

et al. [27] have demonstrated that the absorption of

femtosecond laser energy in a highly ionized wide band-

gap material can be well described by laser–plasma inter-

actions. This is due to the strong metallic properties of

the ionized materials whose free electron density under

a femtosecond pulse can be reached to 1021 to 1023

cm�3 that is comparable to those of metals [21,24].

Hence, in this study, the free electron model for the plas-

ma of metals and doped semiconductors is used to deter-

mine the optical properties of the ionized wide bandgap

materials. The spatial and temporal dependent of the

complex dielectric function for the plasma is expressed

as [28]

�ðt; r; zÞ ¼ 1þ neðt; r; zÞe2
me�0

� �
�s2eðt; r; zÞ þ iseðt; r; zÞ=x

1þ x2s2eðt; r; zÞ

� �
ð8Þ

where e is the electron charge; me is the mass of electron;

�0 is the electrical permittivity of free space; x is the laser

frequency; and se(t, r,z) is the free electron relaxation

time. The plasma frequency is defined by [28]

xpðneÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
neðt; r; zÞe2

me�0

s
ð9Þ

At the critical electron density, ncr, the plasma fre-

quency is equal to the laser frequency. Hence,

ncr ¼
4p2c2me�0

k2e2
ð10Þ

where c is the scalar speed of light in vacuum and k is the
wavelength of the laser. Note in electrostatic unit (esu),

ncr ¼ pmec2

k2e2
, which is consistent with that reported in Ref.

[20]. The complex dielectric function can be split into the

real and imaginary components as follows:

�ðt; r; zÞ ¼ �1ðt; r; zÞ þ i�2ðt; r; zÞ

¼ 1�
x2
pðneÞs2eðt; r; zÞ

1þ x2s2eðt; r; zÞ

 !

þ i
x2
pðneÞseðt; r; zÞ

x 1þ x2s2eðt; r; zÞ
	 


 !
ð11Þ

The relationship between the complex refractive

index, f, and the complex dielectric function is given

by

c

v

� �
¼ f ¼ ðf1 þ if2Þ ¼

ffiffiffi
�

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�1 þ i�2

p
ð12Þ

where c is the velocity of light in vacuum; v is the veloc-

ity of light in the material; f1 is the normal refractive

index; and f2 is the extinction coefficient. Thus, the f1
and f2 functions can be derived as:
f1ðt; r; zÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�1ðt; r; zÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�21ðt; r; zÞ þ �22ðt; r; zÞ

p
2

s
ð13Þ

f2ðt; r; zÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
��1ðt; r; zÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�21ðt; r; zÞ þ �22ðt; r; zÞ

p
2

s
ð14Þ

The reflectivity of the ionized material is determined

by the following Fresnel expression at the surface z = 0:

Rðt; rÞ ¼ f1ðt; r; 0Þ � 1ð Þ2 þ f 22 ðt; r; 0Þ
f1ðt; r; 0Þ þ 1ð Þ2 þ f 22 ðt; r; 0Þ

ð15Þ

The absorption coefficient of laser intensity by the

plasma via the free electron heating is calculated by

ahðt; r; zÞ ¼
2xf2ðt; r; zÞ

c
ð16Þ

Note Eq. (16) represents only a part of the laser

energy that is absorbed via free electron heating, and

there is another part of absorption that is via ionization.

For the femtosecond laser ablation of dielectrics, the

total laser energy absorption coefficient including free

electron heating and ionization is expressed by [20]:

aðt; r; zÞ ¼ ahðt; r; zÞ þ aineðt; r; zÞU I ð17Þ

where UI is the bandgap of material which is 9.0eV for

fused silica and ai is the impact ionization constant as

given in Eq. (2). Eq. (17) developed in Ref. [20] neglects

the photoionization, which is a reasonable assumption

when the contribution of the impact ionization to the

final free electron density is much greater than that of

the photoionization. This is true in the present study,

to be justified later. Note the absorption coefficient in-

side the bulk material is only a function of the extinction

coefficient and is independent of the normal refractive

index. As shown in Eq. (15) and Eq. (17), if the free elec-

tron relaxation time is obtained, the optical properties of

the ionized material can be determined.
2.3. Free electron heating: electron relaxation time

Generally, under a femtosecond laser pulse, free elec-

trons can be excited by photons to very high average ki-

netic energies (temperatures) that are much higher than

the Fermi energy (Fermi temperature). For free elec-

trons at very high temperatures or low densities, they

can be treated as an ideal gas and the free electron

relaxation time, dominated by the electron–ion colli-

sions, can be calculated by the following Spitzer formula

[29,30]:

seðt; r; zÞ ¼
1

mei
¼ 1

3� 10�6 lnK

T 3=2ev ðt; r; zÞ
neðt; r; zÞZ

� �
ð18Þ

where mei is the electron–ion collision frequency; Z is the

charge state of ions; Tev is the average kinetic energy in

eV that is often used to represent the electron tempera-
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ture in microscopic thermodynamics; and ln K is the

Coulomb logarithm determined by [31]:

lnK ¼ 1

2
ln 1þ bmax

bmin

� �2 !
ð19Þ

where the maximum (bmax) and minimum (bmin) collision

parameters are given by

bmax ¼
kBT=með Þ1=2

maxðx;xpÞ
; bmin ¼ max

Ze2

kBT
;

�h

mekBTð Þ1=2

 !

ð20Þ

where kB is the Boltzmann�s constant.
However, at the very beginning of laser ablation, the

electron kinetic energy is relatively low, contributions to

the free electron relaxation time from electron–phonon

collisions could be important. Hence, in this study when

the electron kinetic energy is lower than or comparable

to the Fermi energy, both the contributions of elec-

tron–phonon and electron–ion collisions are considered,

and the free electron relaxation time is determined by

[32]:

se ¼
1

me
¼ 1

mei þ mep
ð21Þ

where me is the electron collision frequency and mep is the
electron–phonon collision frequency determined by

[29,31]:

1

mep
¼ M

me

� �1=2
�h

U IP

TD
T l

neðt; r; zÞ
ncr

� �1=3
ð22Þ

whereM is the atomic mass unit; ⁄ = h/2p is the reduced
Planck�s constant (h is the Planck�s constant); UIP is the

ionization potential that is 13.6eV for fused silica [24];

TD is the Debye temperature (290K for fused silica);

and Tl is the lattice temperature in K that is assumed

to be a constant (300K, room temperature) during the

laser pulse duration.

As discussed previously, the free electron generation

and heating are completed in a very short period of time

during which the lattice temperature remains un-

changed. The electron heating is governed by the follow-

ing equation [24]:

ceðT ; neÞneðt; r; zÞ
oT ðt; r; zÞ

ot
¼ ahðt; r; zÞIðt; r; zÞ ð23Þ

where T is the electron temperature; ce is the specific

heat of free electrons; and ah is the free electron absorp-
tion coefficient given in Eq. (16). In a wide range of tem-

peratures, the quantum treatment should be included to

calculate the specific heat and to link Tev and T for high-

density free electrons. The average number of electrons,

hnki, in energy state ek in the Fermi–Dirac distribution is
given by
nkh i ¼ 1

ebðT Þðek�lðne ;T ÞÞ þ 1
ð24Þ

where b(T) = 1/kBT(t, r,z) and l is the chemical poten-

tial. For free electron gas, the chemical potential can

be calculated by [33]:

lðne; T Þ ¼ eF neð Þ 1� 1

3

pkBT ðt; r; zÞ
2eFðneÞ

� �2" #
ð25Þ

where the higher order terms are neglected and eF is the
Fermi energy that is determined by [34]:

eFðneÞ ¼
ðhcÞ2

8mec2

 !
3

p

� �2=3
neðt; r; zÞð Þ2=3 ð26Þ

Note the Fermi temperature, TF, is defined by the

relation: kBTF = eF. The average kinetic energy per elec-
tron in J, hei, is calculated by

hei ¼

P
k

nkh iek

N e

¼

R1
0

1
ebðT Þðe�l ne ;Tð ÞÞ þ 1

qðeÞedeR1
0

1
ebðT Þðe�lðne ;T ÞÞ þ 1

qðeÞde
ð27Þ

where e is the kinetic energy of a free electron; Ne is the

total number of free electrons; and q(e) is the density of
states. Note heiis a function of T and ne, and the average

kinetic energy per electron in the unit of eV, Tev, can be

obtained by dividing heiby a conversion factor

(1eV = 1.602 · 10�19 J). The density of states for nonrel-
ativistic free electrons is expressed by [34]:

qðeÞ ¼ 8
ffiffiffi
2

p
pm3=2

e

h3
ffiffi
e

p
ð28Þ

The average specific heat per free electron can be

determined by the following definition of heat capacity:

ceðT ; neÞ ¼
ohei
oT

� �
V

ð29Þ

where V is the volume. Eq. (29) defines the relationship

between Tev (in eV) and T (in K) for free electrons. Note

at temperatures much lower than the Fermi tempera-

ture, the average specific heat per free electron is given

by [33]:

ce ¼
p2

2

kBT
eF

� �
kB ¼ cT ð30Þ

where c is the electron heat capacity constant for a free
electron. For comparison purpose, the average kinetic

energy and specific heat for an ideal free electron gas

in classical approach are given below:

hei ¼ 3

2
kBT ; ce ¼

3

2
kB ð31Þ
2.4. Numerical procedure

The free electron densities, electron temperatures,

optical properties, and thermal properties are calculated
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as functions of time and space by the following iterative

scheme: (a) calculate the distribution of free electron

densities by solving Eq. (1) and using the most recent

laser intensity, Eq. (7); (b) calculate the distribution of

electron temperature by solving Eq. (23) using the most

recent free electron specific heat, electron densities,

absorption coefficient, and laser intensity; (c) update

the average kinetic energy per free electron, free electron

specific heat, and free electron relaxation time; (d) up-

date the dielectric function, reflectivity and absorption

coefficient; (e) update the laser intensity distribution;

(f) repeat step a through step e until both the free elec-

tron density and electron temperature are converged;

(g) advance to the next time step, back to step a and con-

tinue the iterative scheme until the end of the pulse dura-

tion. A small volume of material is ablated if its free

electron density at the end of laser irradiation is greater

than or equal to the critical density.

(b)
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Fig. 1. The differences between different treatments for free

electron density at 4.0 · 1021cm�3 for (a) average free electron

kinetic energy in eV and (b) molar free electron specific heat.
3. Results and discussion

Fig. 1(a) demonstrates the significant differences in

free electron average kinetic energy between the quan-

tum treatment using Eqs. (24)–(28) and the classical

approach using Eq. (31) for temperatures lower than

or comparable to the Fermi temperature at electron den-

sity 4.0 · 1021cm�3. At this electron density, the Fermi

energy is 0.92eV and the corresponding Fermi tempera-

ture is 1.07 · 104K. Fig. 1(b) shows the differences

between the classical approach by Eq. (31), the approx-

imation by Eq. (30), and the quantum treatment by Eqs.

(24)–(29) for electron specific heat per mole, cM = NAce,

where NA is the Avogadro�s constant. Note at very high
free electron temperatures, both the average kinetic en-

ergy and the molar specific heat merge to the classical

approach that considers free electrons as an ideal gas.

On the other hand, as shown in Fig. 1(b), at low temper-

atures, the numerical results by quantum treatment

overlap with the approximation. This implies that Eq.

(30) can be simplified from Eqs. (24)–(29) at low temper-

atures. Fig. 1 clearly shows the necessity of quantum

treatment for free electrons in femtosecond laser abla-

tion. The importance of quantum effects is detailed in

a comparison study on femtosecond laser damage of

metal thin films using the classical two-temperature

model and the improved two-temperature model with

quantum treatments [35].

In this study, a k = 780nm laser with tp = 50fs and

r0 = 50lm Gaussian beam profile is used for the abla-

tion of fused silica, and the calculated results are com-

pared with experimental measurements to validate the

proposed model. The experimental ablation threshold

fluence is about 3.3J/cm2, and the corresponding exper-

imental ablation depth at 5J/cm2 is about 200nm [2].

The proposed model gives the results of 3.15J/cm2 and
195nm, respectively, for the threshold fluence and abla-

tion depth.

Fig. 2 shows the free electron density as a function of

the ablation time at r = 0 and z = 1nm (the first grid

layer in numerical calculations) for cases when only pho-

toionization is considered and when both the impact

ionization and photoionization are included. It is seen

the free electron densities increase rapidly in the first

few femtoseconds and then gradually increase until

about 25fs to reach the nearly ‘‘steady states.’’ The pho-

toionization dominates the free electron generation dur-

ing the initial ionization process in about the first 5 fs

until the free electron density reaches about 2.5 · 10
17cm�3 However, the contribution of impact ionization

to the final free electron density is about 4.0 · 1021cm�3

that is about two orders of magnitude greater than that

of photoionization, 3.2 · 1019cm�3 Hence, the neglect of

multiphoton ionization in Eq. (17), as discussed earlier,
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is justified. The critical density, 1.8 · 1021cm�3 is

achieved at about 27fs. During the early stage of laser

irradiation, 25fs before the laser peak intensity, the con-

tribution of six-photoionization to free electron density

is smaller than (1/2)6 of that of the peak intensity and

thus the absorption coefficient is very small. During

the later stage, 25fs after the peak intensity, the reflectiv-

ity is very high and thus the free electron generation is

limited. Hence, in this example, the calculation for the

impact domain starts at 25 fs before the peak laser inten-

sity and ends 25fs after the peak laser intensity. The time

step size of the numerical calculation is 0.5 fs.

Fig. 3 shows the reflectivity and absorption coeffi-

cient as a function of time at r = 0 and z = 1nm. It is

seen that both the reflectivity and absorption coefficient

are nearly zero at the initial stage of laser irradiation and

increase drastically when the critical density is reached.
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From 23fs to 30fs, the reflectivity increases rapidly from

nearly 0 to about 0.87. Hence, the laser energy after the

formation of critical free electron density is mainly re-

flected. During the same period of time, the absorption

coefficient also increases drastically from 146 to

6.9 · 104 cm. It is interesting to see that after 30fs, the
reflectivity remains almost constant, while the absorp-

tion coefficient continues to increase nearly linearly as

a function of the ablation time. In this period, the free

electron generation is dominated by the impact ioniza-

tion through the collisions of highly excited free elec-

trons, which has more influence on absorption

coefficient, as shown in Eq. (17), than on the reflectivity

after the creation of the critical density. After the forma-

tion of critical density, although only a small fraction of

the laser energy is absorbed, the absorbed laser energy is

mainly deposited in a very thin layer which leads to the

material ablation. The result is consistent with the previ-

ous assumption that the ablation starts when the elec-

tron density reaches the critical density.

The laser intensity distributions in time domain and

at r = 0 and different depths in the material are shown

in Fig. 4. In 0–25fs, the transmitted laser intensities at

the depths of 1nm, 100nm, and 200nm are nearly iden-

tical to the original Gaussian beam. Hence, in less than

25fs, the material is transparent to the laser light, which

is consistent with the results indicated in Fig. 3, showing

the near-zero reflectivity and absorption coefficient.

However, after the free electron density becomes compa-

rable to the critical density, the original beam profile is

strongly shaped by the generated plasma. For example,

at 40fs, the original laser intensity decreases from about

6.8 · 1013J/cm2 to 4.1 · 1012, 1.7 · 1012, and 1.2 · 1012,
respectively, at the depths of 1nm, 100nm, and

200nm. Hence, the laser intensity drastically decreases
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Fig. 5. The free electron temperature distribution at different times; tp = 50fs, F = 5J/cm
2.
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in a few nanometers, which actually indicates a strong

skin-effect as discussed previously.

Fig. 5 shows the free electron temperature distribu-

tion at different times. It is seen the free electrons in

the ablation region are excited to very high temperatures

after 25fs of irradiation. After the critical density is cre-

ated, although the laser intensity decreases significantly

at different depths, as shown in Fig. 4, the electron tem-

perature in the deep of the material, e.g., at 250nm, still

increases significantly from 25fs and 50fs. This is caused

by the high absorption coefficient, as demonstrated in

Fig. 3, and the low heat capacity of free electrons. Note

since the electron–phonon interaction is on the order of

picoseconds, lattice energy absorption is ignored during

the first 50fs in our calculations.

Fig. 6 shows the free electron density distribution

at different times. As expected, the free electron den-

sity increases as time increases. The dashed lines trace

the locations at which the free electron density is equal

to the critical density (1.8 · 1021cm�3). In each frame,

the free electron densities at locations ‘‘inside’’ the

dashed line are greater than the critical density, which

will be ablated according to our assumption. Hence,

the shape of the dashed line represents the shape of
the crater at different times. As the critical density

has not achieved until 27 fs, as shown in Fig. 2, there

is no crater at 25fs. At 30fs, the crater shape is still

quite Gaussian-like. It is seen in 30–50fs, the shape

of the crater extends more in the radius direction as

compared to the depth direction. The final electron

density distribution at 50fs determines the ablation

depth and crater shape for 5J/cm2 and 50fs

irradiation.

In order to understand the effect of plasma on the

laser energy absorption and the resulting ablation crater

shape, the laser intensity distributions at different depths

and times are plotted in Fig. 7. By comparing Figs. 6

and 7, it is clearly seen that when the critical free elec-

tron density is reached, the laser intensity distribution

in the material is strongly reshaped. The differences be-

tween the original laser intensity profile and the profile

at 1nm are caused mainly by reflection. As shown in

Fig. 7, the laser intensity at 1nm remains nearly constant

after 40fs, which is consistent with the results shown in

Fig. 3. On the other hand, the differences of laser inten-

sity at 1nm and 100nm are due to the absorption of

laser energy by the plasma between these two depths.

The strongly reshaped laser intensity profiles lead to a



Fig. 6. The free electron density distribution at different times; the dashed lines trace the locations with critical density; tp = 50fs,

F = 5J/cm2.
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nonGaussian shape of crater with a flat-bottom to be

discussed next.

The shape of the ablation crater strongly depends on

the laser fluences. As shown in Fig. 8, the ablation crater

shape is quite Gaussian-like at the laser fluence of 3.3J/

cm2 by a 780nm and 50fs laser pulse. However, the

ablation shape at 5J/cm2 is rather flat at the bottom as

compared to the Gaussian profile. The flat-bottom of

the crater at 8J/cm2 is even more obvious. Note the

Gaussian-like crater shape occurs only when the crater

is very small, which can happen at low fluences near

the threshold fluence or for a short pulse-duration.

The characteristic of the flat-bottom crater shape has

been observed experimentally on the femtosecond laser
ablation of semiconductors [36]. The flat-bottom crater

is caused by the significant changes of the reflectivity

and absorption coefficient of the generated plasma,

which shapes the laser intensity, as discussed in Fig. 7.

Generally, in the femtosecond laser ablation of wide

bangap materials, craters with a flat-bottom should be

formed, although the degree of flatness depends on the

ablation fluence and duration.

Fig. 9(a) shows the change of the ablation depth as a

function of fluence. The ablation depth increases drasti-

cally from 0 to 195nm in the fluence range of 3.15–5J/

cm2 and, then, remains nearly constant. For fused silica

used in this study, the predicted ablation depth is in

excellent agreement with the experimental result [2],
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although unfortunately only one data point is available.

For the purpose of comparison, the following widely

used existing equation is also calculated [37]:

d ¼ 1

a

� �
ln

F
F th

ð32Þ

where Fth is the threshold fluence. As the absorption

coefficient of the material varies significantly as a func-

tion of time during the femtosecond laser irradiation,

the selection of a ‘‘correct’’ constant absorption coeffi-

cient is very challenging. If the absorption coefficient

at 25fs r = 0 and z = 1nm under a fluence of 5J/cm2 is

used, Eq. (32) predicts the curve of ablation depth as

shown in Fig. 9(a), which apparently is not consistent

with the experimental result. Compared with Eq. (32),

our model greatly improves the accuracy in predicting

the ablation depth. In the fluence range of 3.15–5J/

cm2, because the ablation depth is very sensitive to the

variation of fluence, it is rather difficult to control the
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accuracy for ablation depth below 200nm for the

780nm, 50fs laser ablation of fused silica. This explains

the poor repeatability and controllability in femtosecond

laser ablation using fluences slightly above the ablation

threshold [38]. On the other hand, from 5J/cm2 to 12J/

cm2, the ablation depth increases very slightly, implying

the decrease of photon-cost effectiveness in terms of

material removal rate. Hence, in applications it may

need to choose an ‘‘optimum’’ fluence in order to

achieve ablation quality and high material removal rate

for a specific material. The phenomenon of a steep-in-

crease followed by a slow-increase in ablation depth as

a function of fluence was also observed in other materi-

als [39,40].

Another important parameter for laser ablation is the

pulse duration. Fig. 9(b) shows the threshold fluence and

ablation depth as a function of pulse duration. It is seen

that the predictions by the present study are in good

agreement with the available experimental results. The

threshold fluence increases as pulse duration increases

which is consistent with our physical intuition. As shown
in Fig. 9(b), for a given fluence, 5J/cm2, as the pulse dura-

tion increases, the ablation depth increases to a maxi-

mum (about 195nm) at about 40fs and then decreases.

When the pulse duration is very short, although the abla-

tion laser intensity (fluence divided by pulse duration) is

high, the ablation depth is limited by the very short pulse

duration. Hence, as far as the laser intensity is ‘‘strong’’

enough, the ablation depth increases as the pulse dura-

tion increases. However, when the pulse duration is in-

creased to some point, the laser intensity becomes

‘‘weak’’ so that the ablation depth decreases as the pulse

duration increases. The pulse duration at which the abla-

tion depth reaches the maximum depends on the fluence

if other conditions remain unchanged.
4. Conclusions

This paper proposes a plasma model that can predict,

for the first time, the crater shape in the femtosecond

laser ablation of wide bandgap materials. The model

considers the impact ionization and photoionization to

calculate the transient distributions of free electron den-

sity and free electron temperature. The highly ionized

material under the femtosecond laser ablation is treated

as plasma, and the plasma model for metals and doped

semiconductors is modified for wide bangap materials to

investigate the time and space dependence of optical

properties and laser intensity. Quantum treatment is em-

ployed to determine the free electron specific heat, tem-

perature, and relaxation time. The ablation threshold

fluence and depth predicted by the proposed model are

in excellent agreement with the experimental measure-

ments for fused silica. The following conclusions can

be drawn from the present study: (1) the strong temporal

and spatial dependent optical properties of the highly

ionized material are proved to play a critical role in

shaping the laser intensity profile in the material; (2)

the experimentally observed flat-bottom crater is pre-

dicted by the proposed model which is attributed to

the variations of optical properties of the dense plasma;

(3) it is difficult to achieve high repeatability of ablation

at fluences slightly higher than the ablation threshold

fluence. Although high repeatability may be achieved

for fluences much higher than the threshold fluence,

the photon-cost effectiveness in terms of material re-

moval rate decreases; (4) depending upon fluences, as

the pulse duration increases, the ablation depth in-

creases, to a peak value, and then decreases.
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